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Three new multicoefficient correlation methods (MCCMSs) called BMC-QCISD, BMC-CCSD, and BMC-
CCSD-C are optimized against 274 data that include atomization energies, electron affinities, ionization
potentials, and reaction barrier heights. A new basis set called 6-31B(d) is developed and used as part of the
new methods. BMC-QCISD has mean unsigned errors in calculating atomization energies per bond and barrier
heights of 0.49 and 0.80 kcal/mol, respectively. BMC-CCSD has mean unsigned errors of 0.42 and 0.71
kcal/mol for the same two quantities. BMC-CCSD-C is an equally effective variant of BMC-CCSD that
employs Cartesian rather than spherical harmonic basis sets. The mean unsigned error of BMC-CCSD or
BMC-CCSD-C for atomization energies, barrier heights, ionization potentials, and electron affinities is 22%
lower than G3SX(MP2) at an order of magnitude less cost for gradients for molecules-wlih&@oms, and

it scales betterN® vs N,” whereN is the number of atoms) when the size of the molecule is increased.

1. Introduction ing,2813put it is not as reliable as extrapolation methods that
include at least one calculation with QCISD or befi&14MC-
QCISD has been shown to be a highly efficient MCCM method,
and this is why it is the starting point of the new method
developed here. However, it is well-known that there are some
case® 8 where coupled cluster theory with single and double
excitations (CCSD) performs significantly better than QCISD.
Therefore, we also report a version of the theory in which the
coefficients are optimized for CCSD instead of QCISD.

Multicoefficient correlation methods® (MCCMs) have
proven to be a very efficient means for the computation of
thermochemical properties. MCCMs use a linear combination
of ab initio wave function methods to extrapolate to the exact
nonrelativistic Born-Oppenhiemer solution to the Sdhinger
equation. Many MCCM methods, such as multicoefficient
QCISDF (MC-QCISD/3), multicoefficient G8 (MCG3/3),

- ledt® -Ext X -
G3-Scalet® (G35/3), G35-ExtendédG3SX), and reduced Section 2 discusses the experimental database used, section

order G3SX (G3SX(MP2) and G3SX(MP3)), use a large one- q ibes th S fth hod and basi
electron basis set for uncorrelated and less-correlated compo-3 deéscribes the optimization of the new method and basis set,

nents (Hartree Fock (HF) and MallerPlesset (MP) second- section 4 gives the results and discussion, and section 5 is a
order perturbation theo?yMP2), respectively) and a small one- summary.
electron basis set for components that include a large amoun
of electron correlation (quadratic configuration interaction with
single and double excitatiohdQCISD), and QCISD with The theoretical methods used in the present study include
quasiperturbative triplesQCISD(T)). HF, MP2, MP fourth-order perturbation theory with double and
Current MCCM methods utilize previously constructed basis duadruple excitatio8 (MP4(DQ)) or with single, double, and
sets, and simultaneously extrapolate to full electron correlation duadruple excitatiot$ (MP4(SDQ)), coupled-cluster theory
and a complete one-electron basis set. Although larger basisWith singles and doubles (CCSBJ? CCSD with quasiperturb-
sets usually give more accurate energies in single-level ap-ative connected triplé% (CCSD(T)), and full configuration
proaches, there is no guarantee that a linear combination ofinteractiort22 (FCI). For all correlated ab initio methods, the
energies will improve as one improves the basis sets. Previous¢ore orbitals are doubly occupied in all configurations. For full
studied® have noted that an arbitrary improvement of one of Cl calculations, all \{irtual orbitals are included. FC_:I calculations
the basis sets in a MCCM can lead to an inferior method, even Were performed with MOLPR® and the remainder of the
when the extrapolation coefficients are re-optimized for the new calculations were performed with Gaussia#f98nd Gaussi-
basis set. In fact, this phenomenon was pointed'yatars ago an03?
in the context of scaling all correlation energy (SAC), where it In addition to the new 6-31B(d) basis set described in section
was emphasized that a basis set useful for such extrapolatior3, this paper uses the following other basis sets: 6-318(d),
must be “correlation balanced.” With this in mind, in the present 6-31G(2df,p)'° G3Large?® MG3,4?’ MG3S° and G3XLarge.
article, we developed three new MCCM methods that employ A new test set was created for the present work. It consists
a new basis set designed to have optimal extrapolation proper-of 273 data and is named Database/4. We optimized the basis
ties. sets and MCCM coefficients for this paper using Database/4HM,
Previous studi€s? have shown that the QCISD level of which is identical to Database/4 except that it also includes the
electron correlation is a minimal level for achieving reliable electron affinity for H. It contains 160 atomization energies
extrapolations of the electron correlation energy, and this work (AEs), 36 electron affinities (EAs), 36 ionization potentials (IPs),
led to the development of MC-QCISB.Extrapolation with and 42 barrier heights (BHs). We note 177 data are from
lower levels such as MP2 and fourth-order MP perturbation Database/8,and the 97 new data are described below. All data
theory with single double and quadruple excitations (MP4- in Database/4 are zero-point exclusive; i.e., zero-point contribu-
(SDQ)) is more accurate and less expensive than not extrapolattions to the energy have been removed from the experimental
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TABLE 1: Zero Point Energy (kcal/mol): Accurate Value and Values Computed Using Four Sets of Frequencies

anharmonic MP2/cc-pvDZ MP2/cc-pvDZ exp scaled exp
molecule ZPE unscaled scaled ZPE fundamentafs fundamentals

H> 6.21 6.43 6.30 6.29 6.43
CH, 27.71 28.49 27.89 27.11 27.69
NH; 21.20 21.85 21.39 20.63 21.07
H.0 13.25 13.57 13.29 12.88 13.15
HF 5.85 5.96 5.84 5.92 6.04
CcoO 3.11 3.02 2.96 3.10 3.17
N> 3.36 3.11 3.04 3.37 3.44
F. 1.30 1.33 1.31 1.31 1.34
C.H, 16.46 16.55 16.20 16.18 16.53
HCN 9.95 9.93 9.72 9.76 9.97
H,CO 16.53 16.87 16.52 16.14 16.48
CO; 7.24 7.24 7.09 7.17 7.32
N.O 6.77 6.74 6.59 6.70 6.84
RMSE 0.33 0.17 0.29 0.10

aReference 2, based on Martin, J. M. L.Chem. Phys1992 97, 5012.° Scaling factor of 0.97% Scaling factor of 1.021.

values so that the values in the database can be directly]~BLE 2: Spin-Orbit Coupling Stabilization Energy

. . . .~ 7 (kcal/mol)

compared to calculated theoretical electronic energies (including
nuclear repulsion). All data in Database/4 are for main group ___SyStem AEs o system AEso
elements; transition metals are not considered. B —0.03 Cr —1.05

For electron affinities and ionization potentials, we start with 8 :8:22 g :8:%
the experimental IP or EA. Zero-point-exclusive EAs and IPs E -0.38 Al -0.18
are determined by removing the ZPE calculated using mPW- Al -0.21 P —-0.28
1PW91/MG3 frequencies scal@dy 0.9758. The zero-point- Si —0.43 S —0.55
exclusive EAs and IPs in Database/4 are listed in Supporting gl :8'22 8: :8'%
Information. Database/4 includes 13 IPs from Database/3 and ct ~013 NO ~018
new experimental IPs for 15 Be 2 B,2 N,28 F 28 Na 28 Mg,28 N* -0.27 FO -0.28
A|, 28 C|,28 A|O,29 NH3,29 CN,3O N8Q,29 03'29 CF,29 CH3,29 Al 2,31 g': —8451,223 g:—é —822

iH 29 32 29 33 i 34 35 ! —u. —0.
SiH,? FO*? PO#? AlIF,33 NaLi,** and MgCI* Database/4 P+ —0'%0 Si 020

includes 13 EAs from Database/3 and new experimental EAs

for H,% Li,% B, F,3° Na3® Al,% AIO,3" NH,% CN % CH % energy? of 2.71 kcal/mol to give @, of 152.05 kcal/mol. We

CH,,% 05,% LICI,% NaF3 SiH 2 MgCI,*® Nap,* HNO’.% updated theD, for CyF4 to be the average of two experi-
MgH,%¢ Al3,38 FO3® PO3 and BeH® We note that PO is ments35.60

described as a ground state singlet elsewFfehewever, with To aid in the accurate prediction 8f for CCH and MgCl,
careful SCF convergence one will predict that it is a ground we optimized a general scaling factor for fundamental frequen-
state triplet, which agrees with experiméhtAll 42 barrier cies to obtain accurate ZPEs. Table 1 gives the anharmoni¢ ZPE

heights used in Database/4 are unchanged from Database/3. and the ZPE predicted by four other methods. The scaling factor
We include the 109 atomization energies from Database/3 for MP2/cc-pVDZ ZPE was found in a previous stddnd has
and the atomization energy for the following 51 additional been used for many data in Database/4. However, for some
systems: LiHe8 BeH 30 Li,30 BeLi,4° BH3,35 B,,41 LiO,3° BC 42 systems, especially those with high spin contamination, the MP2/
NaH 3 LiF,3° LiOH,35 BeO* MgH,2° BeF 45 BeOH 46 BO A7 cc-pVDZ frequencies are much higher than experiment. There-
AlH, %8 BF 30 FO35 LiCl, 3 NaF 35 NaOH* MgO,% PC#9 AlO, 50 fore, we optimized a scaling factor that relates experimental
BeCl35 MgF,35 MgOH 51 N,0,28 HCP 52 Nap, 35 AIF, 35 NaLiO 44 fundamental frequenciéso the anharmonic ZPE. The scaling
BeF,35 Be(OH),* NO,,28 PO35 (C,H,)NH,28 05,28 NaCN 35 factor we obtain is 1.021. Using this new scale factor and the
NCCN 28 Al 53 NaCl35 MgS 54 MgCl,55 PO,,56 CINO 28 CHy- experimental fundamental frequencfe®r CCH, we obtain an
CONH;,,28 CINO,,35 BFCl,35 and Sk.2” improvedDe of 265.13 kcal/mol to replace the previous value
of 267.83 kcal/mol. For MgCl, we use the experimetttal
D, and the fundamental frequency to obtaiDaof 76.44.
Our calculations explicitly include spirorbit coupling for
all calculations where it is not zero by symmetry; these atoms,

When available, the startinQo or De value is taken from
the references in the previous paragraph; in most of the
remaining cases we begin with the experimemél;,q and
use the procedure described elsewhar@btain the zero-point ions, and molecules found in Table 2. (Therefore, spirbit

exclusive atomization energyg). The De for a few systems contributions are not removed from the database values.) The
were determined in system-specific ways, as follows: ‘We gpin—orbit coupling values in Table 2 come from previous

updated ouDe for CH, (*B1) from the experiment&f Do of collections?3061A]| values tabulated are the stabilization of the
753.3 kd/mol and the anharmonic ZP&f 3736.4 cm* giving ground state using the RusseBaunders scheme.

a De of 190.72 kcal/mol. We obtained an updat@gfor CH, The average number of bonds for molecules in the atomiz-
(A1) of 181.37 kcal/mol from theDe of CH; (°Bj), the ation database of Database/4 is calMyghasand equals 3.775,
experimental singlettriplet splitting (To) of 3147 cn1?, 9 and where we count double and triple bonds as one bond, not 2 or
the anharmonic ZPE of 3612.0 cm? for CH, (*A;). We 3. To make average errors more comparable over various

updated theDe for NO using the experimental heat of forma- databases and to provide the reader with a more physical
tion,3> thermal corrections calculated with MP2/cc-pVDZ characterization of the accuracy of the results, we compare the
frequencies scaled by 0.979, and the experimental zero-pointmean unsigned error per bond (MUEPB) by dividing the mean
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unsigned error (MUE) in atomization energies by the mean
number of bonds.

The complete Database/4 and Database/4HM are given in
Supporting Information and on our Database web %ite.

c
2
3. Optimization of the New Method
The structures used here for all systems are geometries 3 O MP2
€y
o,
vy

:)
an
]

optimized by QCISD/MGS3. Although we choose to use these
geometries for all calculations in this paper, this level of theory
is not an intrinsic part of the new method developed here. These
geometries were chosen to adequately assess the electronic

energies of different methods without the need to embark on a

lengthy interpretation of the effect of cancellation of errors that

can occur when using lower level geometries. All results in this

article, including those obtained with G3SX, G3SX(MP3), and

G3SX(MP2), will use the QCISD/MG3 geometries. We use the o
convenient shorthand notation //QM when necessary to specify o)
this geometry to avoid confusion; this is required only for
methods that are standardly defined to use other geometries.

In all cases, calculations are based on the lowest energyobjective function minimized is a weighted sum of the squares

geometry (conformation). For example, febutane we use the  of the errors for the 274 data described in section 2, and is
anti conformation (not the gauche).

The new methods developed are based on MC-QCISD/3. \/274
UF=

Figure 1. Coefficient tree for MC-QCISD/3.

Figure 1 illustrates the basis sets and levels of theory used in a _ _ 2

. H : W| (Ecalc Eexp) (4)
MC-QCISD/3 calculation. The corresponding energy expression
for MC-QCISD is

E(MC'QCISD/3): E(HF/6'31G(d))+ VVI = 1 for electron afﬁnities (5)
6NeA
C,A(HF/MG356-31G(d))+
CA(MP2IHF/6-31G(d))+ c,A(MP2HF/MG336-31G(d)) W, = 6% for ionization potentials (6)
+ c,A(QCISDMP2/6-31G(d)H Egp (1) 1P
where we use the pipe notatior"§‘introduced elsewhe?é to W, = 3,\} for barrier heights (7)
describe the energy differences that are scaled. The new BMC- BH
QCISD method developed here differs from MC-QCISD/3 in 1 o .
three respects. First, it uses a modified extrapolation scheme W=———"" for atomization energies  (8)
which scales the MP4(SDQ) energy increment separately, as 3NaeNbonds

shown in Figure 2. Second, it replaces the MG3S basis with . - .
the MG3 basis. Finally, it uses a new basis set named 6-31B(d)WNere Nea is the number of electron affinity datéle is the

in place of 6-31G(d). The enerav expression for BMC-OCISD number of ionization potential datilg. is the number of barrier
is given in @ gy exp Q height data, antlae is the number of atomization energy data.

Thus the objective function places 33% weight on bond energies,
E(BMC-QCISD)= E(HF/6-31B(d))+ 33% on barrier heights, and 17% each on ionization potentials
and electron affinities. The optimized basis functions for the
ChA(HF/MG3(6-31B(d))+ ¢, A(MP2HF/6-31B(d))+ 6-31B(d) basis set are listed in Table 3, and the scaling
C,A(MP2HF/MG3|6-31B(d))+ coefficients are in Table 4. The exponents for the basis functions
C;A(MP4SDQMP2/6-31B(d))+ were optimized simultaneously with the four extrapolation
) coefficients. The basis functions were optimized using a genetic
C,A(QCISDIMPASDQ/6-31B(d)) Eso (2) algorithm, and the optimal extrapolation coefficients ¢z, Cs,
c4) were found at each step from the solution to the system of
linear equations that minimize the error expression. Each basis
function was allowed to vary by as much as a factor of 2 from

The new method, named BMC-QCISD, uses the same number
of extrapolation coefficients as MC-QCISD. The coefficient

comes from its corresponding coefficient in the 6-31G(d) basis set. After
E E we were satisfied that the genetic algorithm was converged, the
y — E4[6-31B(d)] : ) . .
Cy= () parameters were varied to confirm th.at it was a minimum.
E,[MG3] — E,[6-31B(d)] A very similar theory to QCISB is CCSD. CCSPB*54
includes all of the interactions of QCISD and a few additional
whereEy is the energy for hydrogen atom. interactions that have a minimal effect on the &dn fact,

The 6-31B(d) basis set is based on 6-31G(d). The basis setQCISD may be viewed as an approximation to CCSD. A main
exponent for the most diffuse valence function and the polariza- advantage of QCISD over CCSD in previous work was the
tion function is optimized for each atom. For hydrogen, this wider availability of analytic gradients for QCISD than for
means optimizing the most diffuse s-function. For the remaining CCSD. Because low-cost analytic gradients at the CCSD level
atoms, this meant changing the exponent of the most diffuse are now more widely available, we wanted to use this theory
sp-set and the exponent of the d function for each atom. The as the basis for a method very similar to BMC-QCISD. The
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Figure 2. Coefficient tree for BMC-QCISD.

TABLE 3: Exponential Parameters for the 6-31G(d) and
6-31B(d) Basis Sets

valence sp d function

atom 6-31G(d) 6-31B(d) 6-31G(d) 6-31B(d)
H 0.1612778 0.13%

Li 0.0359620 0.018 0.200 0.1000
Be 0.0823099 0.060 0.400 0.2450
B 0.1267512 0.168 0.600 0.4700
C 0.1687144 0.162 0.800 0.7000
N 0.2120313 0.180 0.800 0.7500
(0] 0.2700058 0.237 0.800 0.7200
F 0.3581514 0.280 0.800 1.3500
Na 0.0259544 0.013 0.175 0.0875
Mg 0.0421061 0.048 0.175 0.0900
Al 0.0556577 0.046 0.325 0.1625
Si 0.0778369 0.076 0.450 0.4200
P 0.0998317 0.079 0.550 1.0600
S 0.1171670 0.069 0.650 0.7300
Cl 0.1426570 0.092 0.750 0.6900
as only.
TABLE 4. MCCM Coefficients

method CH G C Cs Ca
BMC-QCISD 1.06047423 1.10734 1.33058 0.92517 1.53093
BMC-CCSD  1.06047423 1.09791 1.33574 0.90363 1.55622

BMC-CCSD-C 1.06047423 1.09810 1.34076 0.89040 1.56497

new method replaces QCISD with CCSD, and replaces
MP4(SDQ) with MP4(DQ). The new method, called BMC-

CCSD, is illustrated in Figure 3. The four scaling coefficients
are optimized for this method and are given in Table 4. The

coefficients are defined by

E(BMC-CCSD)= E(HF/6-31B(d))+
¢ A(HF/MG3/6-31B(d))+ ¢,A(MP2/HF/6-31B(d))+
¢,A(MP2HF/MG3|6-31B(d))+
c;A(MP4(DQ)MP2/6-31B(d))+

¢, A(CCSDMP4(DQ)/6-31B(d))+ Esg (9)

Lynch et al.
Q—=—Ow
4
(OO
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Figure 3. Coefficient tree for BMC-CCSD.

(d) basis set which uses Cartesian (6D) polarization functions
and the MG3 basis set which uses spherical (5D,7F) polarization
functions. To allow the BMC-CCSD method to be calculated
using only Cartesian polarization functions, we also include the
Cartesian variant BMC-CCSD-C where we replace the spherical
harmonic d and f functions in MG3 with Cartesian (6D,10F)
polarization functions. The scaling coefficients for this method
are also in Table 4.

4. Results and Discussion

To compare the relative cost of most methods discussed, we
qguote the sum of the CPU times to calculate a single-point
energy, single-point gradient, or single-point Hessian (as stated
in each case) for the two molecules, 1-phosphinopropane and
2,2-dichloro-1-ethanol, with a single 500 MHz R14000 proces-
sor on a Silicon Graphics Origin 3800, normalized by dividing
by the sum of the times for MP2/6-31G(2df,p) gradient
calculations on the same two molecules with the same program
on the same computer. In a few cases the times were computed
on other computers but because they are normalized on the same
computer on which they are computed, the times are comparable.
The CPU times for CCSD gradients and Hessians were found
using Gaussian0%, and all other times were calculated with
the Gaussian98 electronic structure package.

First we comment on the new exponents for the 6-31B(d)
basis set. Table 2 shows that for 13 out of 15 cases the sp
exponent is lowered. This corresponds well with previous
suggestions that the valence portion the 6-31G(d) basis set is
not diffuse enouglR®6” The largest change in the d exponents
is for P, where the polarization function gets much tighter; this
too is in agreement with a previously notédeficiency in the
6-31G(d) basis set. We note that the 6-31B(d) basis set, despite
the fact that it was motivated by the desire to have better
correlation energy balantein MCCM calculations, was also
found to have better performance than 6-31G(d) in correlated
single-level calculations by wave function theory. Thus it seems
that the new basis set represents a general improvement over
the 6-31G(d) basis set. Table 5 give the errors for MP2, MP4-
(SDQ), QCISD, and CCSD using the 6-31G(d) and 6-31B(d)

BMC-QCISD and the BMC-CCSD methods use both the 6-31B- basis sets.
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TABLE 5: Mean Unsigned Errors (kcal/mol) for Single-Level Calculations.

MP2/ MP2/ MP4(SDQ)/ MP4(SDQ)/ QCISD/ QCISD/ CCsD/ CCsD/
quantity item 6-31G(d) 6—31B(d) 6-31G(d) 6-31B(d) 6-31G(d) 6—31B(d) 6-31G(d) 6—31B(d)
MUE AE (error per 8.16 7.78 11.35 11.05 11.57 11.31 13.14 11.56

bond) (604)
barrier heights (42) 6.88 7.24 6.98 7.17 5.93 6.12 6.05 6.24
electron affinities (35) 23.92 14.24 23.63 13.76 24.45 14.43 24.35 14.27
ionization 11.14 9.71 10.05 9.16 9.80 8.85 9.69 9.06
potentials (36)
av errof 12.53 9.74 13.00 10.29 12.94 10.18 13.31 10.28
weighted al 10.86 9.00 11.72 9.89 11.54 9.69 12.07 9.82

a Average of rows +4. ® One-third of first row plus one-third of second, one-sixth of third, and one-sixth of fourth.

TABLE 6: Mean Unsigned Errors (kcal/mol), Cost Scaling, and Single-Point Costs

MC- BMC- BMC- BMC- G3SX(MP2) G3SX(MP3) G3SX
quantity item QCISD/3 QCISD CCSD CCsD-C MCG3/3 /IQM /IQM /IQM
MUE AE (error per 0.56 0.49 0.42 0.43 0.35 0.73 0.31 0.28
bond) (604)
max. error 20.71(BC) 15.59(BC) 14.76 (BC) 14.75(BC) 5.83(MgO) 7.04 (MgF) 6.74 (MgF) 6.38 (MgF)
barrier 1.27 0.80 0.71 0.71 0.95 0.81 0.88 0.76
heights (42)
max. error 3.58 2.2F 1.76 1.80 3.35 2.81 2.40 2.26
electron 191 1.30 1.28 1.28 1.55 2.05 1.42 1.24
affinities (35)
max. error 6.33 (Li) 424 (OH) 4.16(0OH) 4.15(0H) 5.78(Li) 6.76 JAl  5.49 (Ak) 5.32 (Ak)
ionization 1.97 1.77 1.76 1.76 1.30 1.77 1.43 1.15
potentials (36)
max. error 5.74 (S) 6.47 (FO) 4.76 (FO) 4.72(FO) 5.03(Be) 5.98 (Be) 3.93(S) 3.08(S)
av errob 1.43 1.09 1.04 1.0 1.04 1.34 1.01 0.86
weighted a¥ 1.26 0.94 0.88 0.89 0.91 1.15 0.87 0.74
cost scaling 6 6 6 6 7 7 7 7
energy 1.9 1.9 2.0 2.0 3.3 53 8.1 13.5
gradient 55 5.8 5.8 5.8 45 56 66 460
hessian 140 150 150 150 2600 3200 3500 29000

a All results in this table are for QCISD/MG3 geometries. For the three methods that are standardly defined to use other geometries, this is
denoted “//QM”, whereas for other methods in this table, this footnote should be suffitkeverage of rows 4. ¢ One-third of first row plus
one-third of second, one-sixth of third, and one-sixth of foutfAH, + H,. ¢ NH, + H,0O.  NH + C;He.

For all four methods, the errors in AEs, IPs, and EAs are where we use only Cartesian polarization functions (BMC-
decreased going to the 6-31B(d) basis set. Also, in all four CCSD-C) has approximately the same errors as the version that
methods the error in BHs increases slightly. The average erroruses spherical harmonic functions for the larger basis.

over Database/4, averaged over these four methods decreases The maximum errors (also shown in Table 6) are quite
22% going to the 6-31B(d) basis set. The 6-31B(d) basis reasonable for barrier heights, electron affinities, and ionization
performs well in terms of the experimental properties calculated potentials. However, the maximum errors in atomization energy
in the present study, but it should be used with caution for per bond illustrate the limited accuracy of some MCCM methods
predicting any properties for which it has not been tested. We for exotic systems. BMC-CCSD underestimates the bond energy
note that the exponents of the new basis functions do not follow of BC by 15 kcal/mol, whereas the four MCCM methods that
the typical patterns found in many basis sets, such as acontain at least one component calculation including triples
monotonic increase in the exponent from left to right of the contributions all have errors less than 5 kcal/mol for the same
periodic table. difficult system.

Next we consider the performance of the new MCCM The combination of terms that comprise CCSD(T) have been
methods. Table 6 shows that BMC-QCISD has a 24% lower shown to provide useful results for solving many chemical
average error than MC-QCISD/3. The error is lower in all problems for systems including the atoms Ar. Although the
categories in Table 6 when compared to MC-QCISD/3. BMC- combination of terms chosen to be included in CCSD(T)
CCSD further improves upon this and has a 27% lower averageperforms well for the first two rows, it can fail dramatically
error than MC-QCISD/3. BMC-CCSD has a lower error than when applied to transition metal bonds and other systems that
MCG3/3 for EAs and BHs, and slightly higher errors for IPs require a multireference descripti®h’® Similarly, one should
and AEs. At a glance, MCG3/3 might appear obsolete; however, be cautious about using MCCM methods on systems which are
it is still useful for those cases where one trusts the results morevery different from the systems tested.
when they are computed by extrapolating from higher level  To confirm that the results are reasonable, it is instructive to
components. This could be the case for unusual molecules.examine the individual terms in the MCCM expression more
Compared to BMC-CCSD, G3SX(MP2)//QM is much more closely. As an example, we present such an analysis for BMC-
expensive and has higher error in all four categories, whereasCCSD, although similar conclusions can be drawn for all three
G3SX(MP3)//QM and G3SX//QM have much higher cost and new methods. In eq 9, the first, third, fifth, and sixth terms
slightly lower error. If we use the weighted error (which puts comprise the small basis set contributions to the BMC-CCSD
less emphasis on electron affinities and ionization potentials), energy, and this will be referred to as BMC-SB. In Table 7 we
G3SX(MP3) has 1% lower error than BMC-CCSD, and G3SX compare the correlation energy, singtétplet splitting, and
has an error that is 15% lower. The version of BMC-CCSD electron affinity of CH as calculated by FCI, BMC-CCSD, and
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TABLE 7: Correlation Energy, Singlet—Triplet Splitting,
and Electron Affinity of Methylene (kcal/mol)

Lynch et al.

The 6-31B(d) basis set is available in several formats at the
website: http://comp.chem.umn.edu/basissets, and a program,

method CH(®B1) CH2(*A;) CHy (3B1) Te EA MULTILEVEL , that serves as a front end facedll, %> camESS %
HF/6-31B(d) 0.00 0.00 0.00 30.20-41.94 or Gaussiaf*?> to carry out the methods in Table 5 is also
MP2/6-31B(d) 52.28 62.30 70.35  20.18-23.87 available on the website http://comp.chem.umn.edu/multilevel.
MP4(DQ)/6-31B(d)  62.70 76.12 8129 16.7823.35
(F:(CZI%D/SGl-g(ldE;(d) gfﬁ gg-5317 885-123 fjgg%ggg Acknowledgment. This work was supported in part by the
BMC.SB? 68.21 84.93 8853 1418 9162 U.S. Department of Energy, Office of Basic Energy Sciences.
HF/MG3 0.00 0.00 0.00 28.21-23.56 _ _ _ o
MP2/MG3 71.97 84.71 103.48 15.48 7.95 Supporting Information Available: Tables of ionization
BMC-CCSD 94.50 114.15 132.76 8.44 158  potentials and electron affinities, atomization energies, and
exp 9.35 14.0 barrier heights. This material is available free of charge via the

a@Same as BMC-CCSD except = c; = 0.

all the component calculations of BMC-CCSD. Although the
coefficients in BMC-CCSD are optimized to simultaneously to

extrapolate both the basis set and the correlation energy, thel#:

BMC-SB energy is similar to the FCI/6-31B(d) energy. The
BMC-SB calculated value for both thie and EA is very close

Internet at http://pubs.acs.org.
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